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Abstract: The accurate and reliable interpretation of regional land cover data is very important for natural resource monitoring and en-
vironmental assessment.  At present,  refined land cover data are mainly obtained by manual visual  interpretation,  which has the prob-
lems of heavy workload and inconsistent interpretation scales. Deep learning has greatly improved the automatic processing and analys-
is of remote sensing data. However, the accurate interpretation of feature information from massive datasets remains a difficult problem
in wide regional land cover classification. To improve the efficiency of deep learning-based remote sensing image interpretation, we se-
lected multisource remote sensing data, assessed the interpretability of the U-Net model based on surface spatial scenes with different
levels of complexity, and proposed a new method of stereoscopic accuracy verification (SAV) to evaluate the reliability of the classifica-
tion result. The results show that classification accuracy is more highly correlated with terrain and landscape than with other factors re-
lated to image data, such as platform and spatial resolution. As the complexity of surface spatial scenes increases, the accuracy of the
classification results mainly shows a fluctuating declining trend. We also find the distribution characteristics from the SAV evaluation
results of different land cover types in each surface spatial scene. Based on the results observed in this study, we consider the distinction
of interpretability and reliability in diverse ground object types and design targeted classification strategies for different surface scenes,
which can greatly improve the classification efficiency. The key achievement of this study is to provide the theoretical basis for remote
sensing  information  analysis  and  an  accuracy  evaluation  method  for  regional  land  cover  classification,  and  the  proposed  method  can
help improve the likelihood that intelligent interpretation can replace manual acquisition.
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1　Introduction

Land  cover  data  are  indispensable  basic  data  in  global
climate  change  research,  environmental  assessments,
natural  resource  monitoring,  and  the  construction  of

broad-area geographic  information  resources.  With  so-
cioeconomic development and the intensification of hu-
man  activities,  land  cover  has  undergone  significant
changes.  At  this  stage,  multiplatform,  multitemporal,
multispectral, multiangle,  and  multimode  integrated  re-
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mote  sensing  imaging  systems  have  been  developed.
However,  the  processing  capability  of  remote  sensing
information  is  insufficient  (Quartulli  and  Olaizola,
2013; Li  et  al.,  2014).  This  problem  is  particularly
prominent in regional land cover classification when us-
ing remote sensing data. Therefore, it is of vital import-
ance  to  study  the  rapid  and  accurate  acquisition  of
Earth’s surface  features  from  multisource  heterogen-
eous remote sensing data and improve the intelligent in-
terpretation efficiency.

Large-scale land  cover  classification  is  mainly  di-
vided  into  two  categories:  research  experiment-based
and  engineering  operation-based  classifications  (Weng,
2011; Yuan  et  al.,  2020).  The  United  States  and
European Union have developed global land cover data
products using remote sensing methods,  and the spatial
resolution has gradually increased from the initial 1° to
8 km, 1 km, and 300 m (De et al., 1998; Loveland et al.,
2000; Bicheron  et  al.,  2011).  To  meet  the  demand  for
high-resolution  land  cover  data  in  global  change  and
earth system research, Chen et al. (2017) developed the
first set  of  global  land  cover  datasets,  named  Glo-
beLand 30, using an organic combination of pixels, ob-
jects  and  knowledge;  the  data  have  a  spatial  resolution
of 30 m. Zhang et al. (2021) adopted multitemporal and
random forest  classification methods and developed re-
fined  30  m  resolution  global  land  cover  classification
results. Gong et al. (2019) used a global training set de-
veloped  in  2015  at  a  30  m  resolution  to  classify  10  m
resolution  images  acquired  in  2017  and  performed  the
first 10 m resolution land cover mapping tasks based on
a random  forest  classifier.  The  above  macroscopic  re-
search results have made important contributions to the
maintenance of the global environment and the realiza-
tion  of  the  United  Nations’ Sustainable  Development
Goals. However,  engineering applications  generally  fo-
cus on national-scale  natural  resource management  and
the  provision  of  accurate  geographic  information.
Moreover,  such  applications  involve  many  technical
factors and  have  extremely  high  data  quality  require-
ments.  The existing image classification algorithms are
still unable to meet the needs of large-scale, high-preci-
sion land  cover  mapping  and mainly  involve  visual  in-
terpretation methods that require the manual delineation
of the boundaries of land cover types. The existing large-
scale  land  cover  products  are  limited  by  their  coarse
grain size  and  insufficient  geometric  accuracy;  con-

sequently, to improve work efficiency, it is necessary to
incorporate  intelligent  interpretation  methods  that  are
highly compatible  with business  processes  into practic-
al applications.

Traditional  land  cover  classification  methods  based
on middle-  and  low-level  features  provide  limited  se-
mantic  support  and low classification accuracy (Guo et
al., 2018; Carranza-García et al., 2019). In recent years,
deep  learning  methods  that  support  semantics,  such  as
deep neural networks, have achieved excellent classific-
ation  results  for  remote  sensing  images  (Hinton  et  al.,
2006; Zhang et al.,  2016), and many methods based on
convolutional  neural  networks  (CNNs)  have  been  used
in  land  cover  classification  (Kussul  et  al.,  2017; Xu  et
al., 2017; Rezaee et al., 2018; Ma et al., 2020). The re-
lated research  results  showed that  CNNs,  as  deep  hier-
archical classifiers,  can be used to explore the complex
spatial  patterns  hidden  in  images,  extract  the  semantic
features  of  ground  objects,  improve  the  classification
ability  of  land  cover  compared  to  traditional  automatic
interpretation methods,  and  provide  strong  generaliza-
tion capabilities (Meng et al., 2018). At present, the net-
works  used  for  the  semantic  segmentation  of  remote
sensing images  are  extensions  of  CNNs,  and  they  in-
clude  fully  convolutional  networks  (FCNs)  (Shelhamer
et al.,  2016),  U-Net (Ronneberger et  al.,  2015),  SegNet
(Badrinarayanan  et  al.,  2017),  DeepLab  (Chen  et  al.,
2017; Chen  et  al.,  2018),  PSPNet  (Zhao  et  al.,  2017),
and DeconvNet (Noh et al., 2015). Many scholars have
focused  on  improving  and  optimizing  each  network
model.  Guo  replaced  standard  convolution  with  dilated
convolution  to  segment  high-resolution  remote  sensing
images  based  on  an  FCN.  After  enhancing  the  training
data,  they  used  a  Conditional  Random  Field  (CRF)  to
optimize  the  boundaries  of  the  segmentation  results
(Guo et al., 2018). Based on DeepLabv3, Chen segmen-
ted high-resolution remote sensing images using an im-
proved Atrous  Spatial  Pyramid  Pooling  (ASPP)  ap-
proach,  a  fully  connected  fusion  path  and  a  pretrained
encoder (Chen et al., 2019). Based on U-Net, Pan integ-
rated a  channel  attention  mechanism  and  a  confronta-
tion network  to  realize  the  extraction  of  building  in-
formation (Pan et al.,  2018). The optimized deep learn-
ing model may improve the classification accuracy in a
small lab area. However, for a large scale classification
with various land cover types, the results show little di-
versity  among  different  networks.  Therefore,  U-Net  is
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chosen because it can obtain effective classification res-
ults with a smaller sample size.  In addition. The U-Net
model  has  achieved  excellent  segmentation  results  in
various applications (Zhang et  al.,  2018; Shamsolmoali
et al., 2019; Wang et al., 2020) and has become the pre-
ferred model for various remote sensing image segment-
ation applications.

When  implement  land  cover  classification  by  using
deep learning method in engineering field, various prob-
lems  are  encountered,  such  as  those  associated  with
complex and  changeable  scenes,  the  poor  generaliza-
tion of samples and training models, the amounts of data
required for  full  coverage,  and  data  differences  in  spa-
tial  resolution  and  quality.  However,  the  influence  of
various complex  factors  on  image  classification  accur-
acy and  the  best  way  to  improve  data  processing  effi-
ciency have not been fully researched, and an accuracy
evaluation method for engineering field is not currently
available.  In  order  to  provide  the  theoretical  basis  for
the complex factors of the deep learning land cover clas-
sification,  especially  the  influence  of  surface  spatial
scene, and an accuracy evaluation method for classifica-
tion  result  in  engineering  field,  we  selected  several
study areas  with  typical  topographic  features  and  sur-
face landscapes, using remote sensing data from differ-
ent  satellite  platforms with different  spatial  resolutions.
Then, the U-Net architecture was used for training clas-
sification models to analyze the interpretability and reli-
ability of  land  cover  extraction  in  remote  sensing  im-
ages  based  on  deep  learning  technology.  Additionally,
we  also  proposed  a  stereoscopic  accuracy  verification
(SAV)  method  suitable  for  operational  applications  to
evaluate  the  reliability  of  classification  results.  On  this
basis,  we  presented  an  intelligent  image  interpretation
scheme suitable for engineering applications based on a
deep learning method. The research could provide a sci-
entific  basis  for  improving  the  efficiency  of  remote
sensing image interpretation for the regional land cover
classification. 

2　Data and Methods
 

2.1　Study areas
Considering  the  distribution  of  terrain  and  landscape
that may  be  encountered  in  large-scale  engineering  ap-
plications, we select four types of surface spatial scenes
reflecting the gradual transition of terrain and landscape

from simple to complex. Two typical study areas are se-
lected for each surface spatial scene. The distribution of
the study areas is shown in Fig. 1, and detailed informa-
tion  is  shown  in Table  1.  The  topography  of  the  study
area  covers  plains,  hills,  terraces,  mountainous  terrain
and topographically heterogeneous areas. The land cov-
er types include forest, cropland, water bodies, residen-
tial land, mudflats, vegetated wetlands and other differ-
ent  surface  landscapes.  The  surface  landscape  of  the
study area exhibits a uniformly distributed and well-pro-
portioned spatial pattern, as well as a clustered and hier-
archical spatial  pattern.  Additionally,  economically  de-
veloped  areas  with  complex  and  diverse  features  are
present, as are areas with sparse human habitation and a
predominant  desert  ecosystem.  In  short,  the  selected
study  areas  cover  almost  all  surface  forms  common  in
the task of regional land cover classification. 

2.2　Data and processing
Several  remote  sensing  images  are  selected  that  cover
eight study areas from large datasets  formed in our de-
partment.  The  satellite  images  for  training  and  testing
mainly  include  ZY3,  GF1,  GF2,  WV2  and  Sentinel  2,
which are widely used in various project types. The spa-
tial  resolution  of  the  data  ranges  from  0.5  m  to  10  m.
The image phase is the growing season; the cloud cover
is less than 5%. We use images that include four bands
(blue, green,  red,  NIR) of spectrum information to per-
form  the  model  training  and  classification  task  in  all
study areas. There is no obvious banding or noise in the
images,  and  the  greyscale  image  is  generally  normally
distributed.  Detailed  information  is  shown  in Table  1.
To ensure the validity of accuracy verification, test data
usually  can  not  overlap  with  the  sample  data  used  in
model training. Therefore, a scene image is divided into
two  nonoverlapping  areas:  one  area  for  model  training
and one for testing.

To ensure the high precision of sample labelling,  we
use the manually annotated method to obtain the sample
data  since  the  reliability  of  labelled  data  can  impact
deep  learning  model  performance.  In  the  process  of
sample labelling, we select continuous or multiple inde-
pendent  areas  that  can  represent  the  landscape  form of
the whole test area based on remote sensing images, and
each pixel  in the region has corresponding category at-
tribute information. At the same time, we strictly abided
by scientific  and  reasonable  labelling  rules  for  the  best
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Fig. 1    The distribution of study areas

 
Table 1    Detailed information on the study areas and remote sensing data
 

Study area Location Terrain Dominant land cover type Sensor Spatial resolution / m

a Cherkasy, Ukraine Plain Cropland, forest, residential land, water body ZY3 2.0

b Heilongjiang, China Plain Cropland, forest, residential land, water body, grassland Sentinel 2 10.0

c Shaanxi, China Plain, mountain Cropland, residential land, forest GF1 2.0

d Assam/Nagaland, India Plain, hill Cropland, forest, grassland, residential land, water body ZY3 2.0

e Hubei, China Hill, terrace Forest, paddy field, cropland, residential land, water body WV2 0.5

f Henan, China Mountain, valley Forest, water bodies, mud flat, cropland GF1 2.0

g Jiangsu, China Plain Cropland, forest, residential land, water body GF2 0.8

h Gansu, China Plain, Gobi desert Grassland, vegetated wetland, barren land ZY3 2.0
Note: study areas a−h see Fig. 1
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semantic consistency, such as the representativeness, the
equilibrium  among  classes,  the  homogeneity  within
classes,  and  the  consistent  sample  size  in  each  study
area.  The main land cover types of the sample data are
cropland, forest,  grassland,  residential  land,  water  bod-
ies and roads, which reflect actual landscape features. 

2.3　Methodology 

2.3.1　Semantic segmentation model
We select the U-Net (Ronneberger et al., 2015) semant-
ic  segmentation  model  for  training  based  on  sample
data. Each  hidden  layer  of  the  U-Net  model  has  mul-
tiple feature dimensions, making it conducive for learn-
ing  diverse  and  comprehensive  features.  The  U-shaped
architecture of the model makes the image clipping and
mosaicking process  intuitive  and  reasonable.  The  com-
bination  of  high-level  features  and  low-level  feature
maps, as well as the repetition and continuity of convo-
lution, enables the model to combine contextual inform-
ation  and  detailed  information  to  obtain  accurate  input
feature maps.

The network architecture we used in this paper is the
traditional  U-Net  which  is  composed  of  a  contracting
path and  an  expansive  path.  The  contracting  path  con-
sists of four blocks, and each block has the repeated ap-
plication  of  two  convolutions  with  a  given  size  kernel,
followed by the Rectified Linear  Unit  (ReLU) function
and  a  2  ×  2  max  pooling  operation  for  downsampling.
The  process  of  the  expansive  path  has  two  operations:
an  upsampling  of  the  feature  map followed by  a  2  ×  2
convolution that  halves  the  number  of  feature  channels
with the correspondingly cropped feature map from the
contracting path, and two convolutions that are each fol-
lowed by a ReLU. The final layer is a one-by-one con-
volution to map each feature vector to the desired num-
ber of classes.  Instead of using the soft-max method as
the loss function, it is computed by a pixelwise soft-max
over the final  feature map combined with the cross-en-
tropy loss function.

Considering various  research  needs,  this  paper  seg-
ments  the  cropland,  forest,  water  body,  residential  land
and other  ground  object  categories  from  satellite  im-
ages, and each set of interpretation experiments uses the
same amount of sample data. This research is based on
the TensorFlow framework. After fine-tuning of this U-
Net architecture, the corresponding classification model
is trained for every sample data; ultimately, the test data

are used to obtain the final classification result. 

2.3.2　Stereoscopic accuracy verification
We  propose  the  stereoscopic  accuracy  verification
(SAV)  method  to  evaluate  the  reliability  of  land  cover
classification results based on the overall attribution ac-
curacy (OAA) and edge localization accuracy (ELA) of
land cover types obtained from remote sensing images.
This method is highly compatible with most application
requirements and can comprehensively evaluate the ac-
curacy of land cover classification in multiple scenarios
from multiple dimensions (Ronneberger et al., 2015).

A  confusion  matrix  is  used  to  evaluate  the  OAA  of
the  classification results.  According to  previous  studies
(Congalton,  1988; 1991; Pugh  and  Congalton,  2001),
random sampling or stratified random sampling of suffi-
cient points is a suitable sampling strategy for the accur-
acy  assessment  of  image  classification  considering  the
spatial  autocorrelation  of  errors.  Considering  this,  the
random  sampling  points  are  generated  uniformly  in  a
grid of 8 × 8 pixels in a scene from a prediction image
in our study. According to the actual landscape, we en-
sure  that  there  are  no  less  than  200  sampling  points  in
each  scene,  and  the  true  attribute  value  is  obtained  by
manual annotation based on high-resolution images.

To  meet  the  application  requirement  of  land  cover
classification  accuracy  assessment,  the  ELA  method  is
used to evaluate the usability of the result. We selected
five  to  six  sampling  areas  in  each  group  of  predicted
classification  results  and  manually  labelled  the  ground
truth. The  minimum  root  mean  square  (MRMSD)  dis-
tance  between  each  prediction  edge  pixel  and  labelled
edge pixels was calculated. Based on the standard edge
accuracy  of  two  pixels,  ELA  is  the  percentage  of  the
number of predicted edge pixels for which the MRMSD
is smaller than two, as shown in Equation (1).

ELA =

np∑
i=1

Di

np

Di =


1, min

(√(
pi (x)−gt j (x)

)2
+

(
pi (y)−gt j (y)

)2
)
≤ 2,

j = 1,2, . . . ,ngt, i = 1,2, . . . ,np

0, else
(1)

where pi(x)  and pi(y) denote  the  column and  row posi-
tion  of  the ith  point pi (x, y) from  prediction  edge,  re-
spectively. gtj(x)  and gtj(y)  denote  the  column and  row
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position of  the  jth  point gtj(x, y)  from labelled  edge. np

and ngt represent the number of edge points  of  the pre-
diction edge and labelled edge,  respectively.  The range
of ELA is from 0 to 1. The ELA reaches its best value at
1 and worst at 0.

The  low  OAA  can  infer  that  ELA  must  be  low.
However, the high OAA result can not represent a good
ELA  result.  Therefore,  a  comprehensive  index  from
OAA and ELA was proposed to evaluate the result. The
SAV was obtained by a weighted average of OAA and
ELA,  as  shown in  Eq.  (2).  Considering  the  importance
of  usability  of  the  results,  the  ELA  was  given  a  larger
weight of 0.7. Therefore, the range of SAV is the same
as those of OAA and ELA, from 0 to 1. SAV reaches its
best value at 1 and worst at 0.

SAV = 0.7×ELA+0.3×OAA (2)
 

2.3.3　Overview research route
Land cover  complexity  varies  noticeably  across  coun-
tries  of  the  world.  This  paper  divides  surface  spatial
scenes into four types based on the actual complexity of
the Earth’s surface and selects eight typical study areas
as cases.  Based  on  these  cases,  a  systematic  classifica-
tion  tests  are  implied  to  figure  out  the  relationship
between landscape and deep learning classification abil-
ity.  The  complexity  is  defined  based  on  based  on  the
four principles of topography conditions, compositional
complexity,  configurational  complexity  and  temporal
complexity.  Specifically,  from  scene  1  to  scene  4,  the
number of land cover categories on a landscape is more
abundant,  the  patches  of  the  landscape  are  increasing,

and  the  attribute  diversity  of  land  cover  types  is  more
flexible. In  each  set  of  tests,  the  U-Net  semantic  seg-
mentation  model  is  used  to  train  and  predict  images.
And the interpretability and reliability of the classifica-
tion  results  are  analyzed  based  on  the  SAV  method.
Through  comparing  the  deep  learning  interpretation
ability of remote sensing images for different terrain and
landscape conditions and classification reliability of the
model  from  different  satellite  platforms  and  different
spatial  resolutions,  we  assess  the  performance  of  the
deep learning  model  in  interpreting  land  cover  in  re-
mote  sensing  images  and  further  explore  the  efficient
application of  this  model  in  large-scale  land  cover  re-
mote sensing image scene classification. The overall re-
search framework is shown in Fig. 2.

For  each  test,  the  method  mainly  consists  of  three
steps,  preprocessing the  images  and labels,  training the
classification model  by  U-Net  and  testing  the  inter-
pretability and reliability of the trained model. Since the
limitation  of  GPU (Graphic  Processing  Unit),  the  large
size remote sensing images can not process in one pass.
Therefore, first, images and labels are split into smaller
patches  of  512  ×  512  × n (n  represents  the  number  of
image channels)  pixels  and  512  ×  512  pixels,  respect-
ively,  with  a  sliding  window  method.  The  patches  are
the  inputs  to  train  and  test  the  model.  To  increase  the
number of training samples, a stride of 128 is given. The
total number of samples is different for different images
but at least ten thousand for each test. We use the same
model architecture for each test. The kernel size of cal-
culating features is important to the accuracy of the res-
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Fig. 2    Overall framework for the interpretability and reliability analysis of land cover classification on different complexity scene
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ult,  especially  in  remote  sensing  image  processing.  To
provide  a  reasonable  trade-off  between  the  receptive
field and the computation, a constant kernel size of 5 ×
5 over all the layers is chosen. According to the memory
of the GPU, we set  the batch size and epoch to 10 and
30, respectively. The stochastic gradient descent (SGD)
method is  used for  training,  and the learning rate is  set
to 0.01.  To  smooth  the  results  and  remove  the  discon-
tinuities  along  the  boundary,  the  stride  of  the  sliding
window must  be smaller  than the patch size when test-
ing an image. In the test, the stride is 128, and the result
is obtained by averaging the predictions of overlapping
pixels. 

3　Results
 

3.1　Qualitative description of classification results
The results of land cover classification based on remote
sensing  data  and  U-Net  model  are  shown  in Fig.  3.
Scene 1 (Figs. 3a–3b) is dominated by plains, with low
topographic  relief,  low  ground  feature  patch  frag-
mentation,  regular  land  cover  types,  distinct  gradation,
and  clear  object  outlines.  The  land  cover  types  mainly
include cropland,  forest  and  residential  land,  and  satis-
factory  classification  results  are  obtained.  In  scene  2

(Figs. 3c–3d ), there are plains, mountains and hills, the
distribution  of  ground objects  is  relatively  regular.  The
classification results for cropland, forest and residential
land are generally good, but the classification results for
grassland and roads are relatively poor due to the lack of
samples,  which  results  in  imbalanced  model  training.
Scene 3 (Figs. 3e–3f ) is a complex area with intercon-
nected  hills,  terraces,  mountains  and  river  valleys  and
large  terrain  undulations.  Each  land  cover  type  is
present in fragmented patches, which are often misclas-
sified. However, the mudflats distributed along the river
valley  display  clear  differences  in  colour  and  texture
from other land cover types. Therefore, a good classific-
ation  result  is  achieved.  Scene  4  (Figs.  3g–3h )  is  the
most complex surface landscape in land cover classific-
ation based on remote sensing images in this study. This
region includes economically developed suburban areas,
where the  distribution  of  land  cover  types  is  complic-
ated and  land  use  patches  are  fragmented.  The  phe-
nomenon of the same objects but with different spectra
is serious  in  remote  sensing images,  and the  classifica-
tion results for ground objects are relatively poor; there-
fore, the accuracy requirements for land cover classific-
ation  in  the  engineering  field  are  not  met.  A  natural
landscape that has not been disturbed by humans, in this
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Fig. 3    Land cover classification results on different complexity scene: Cherkasy based on ZY3 (a) and Heilongjiang based on Sentinel
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case, the Gobi Desert, is also considered; this landscape
includes desert vegetation belts, vegetated wetlands, and
other  features.  The  boundaries  of  ground  objects  are
blurred,  and  it  is  difficult  to  manually  label  samples.
Therefore,  the  accuracy  of  the  automatic  classification
results is relatively poor for this scene.

Figs. 3a–3b show the satisfactory classification result
in scene 1, both in test area Cherkasy covered with a 2
m spatial resolution image and in Heilongjiang covered
with  a  10  m  spatial  resolution  image,  and  almost  all
forest, water body and cropland are correctly classified.
However, as shown in Figs. 3e–3f, the classification res-
ults  of  water  bodies,  forests  and  residential  areas  are
better  in  the  2  m  spatial  resolution  images  than  in  the
0.5  m  spatial  resolution  images.  This  is  because  the
abundance of categories in test area Hubei is higher than
that in Henan. The classification results for a more cat-
egories are  vulnerable  to  the  complex  scene  with  un-
clear boundaries and fragmented land types, such as bar-
ren  land,  paddy  fields  and  roads.  Through  comparing
the  classification  results  obtained  based  on  commonly
used data sources of different resolutions (0.5 m, 0.8 m,
2  m,  10  m)  and  satellite  platforms  (WV2,  GF1,  GF2,
ZY3,  Sentinel  2)  from Figs.  3a–3h,  the  classification
result  is  mainly  affected  by  land  cover  categories  and
landscape composition. 

3.2　Quantitative accuracy  assessment  of  classifica-
tion results
The SAV method is used to evaluate the accuracy of the
classification  results  for  eight  study  areas  with  four
types of  surface spatial  scenes (Table 2).  In general,  as
landscape  diversity  increases  from  scene  1  to  scene  4,
the complexity of the surface spatial scene increases, the
degree  of  fragmentation  of  classes  also  increases,  and
the phenomenon  of  ‘same  spectrum  but  different  ob-
jects and same objects but different spectra’ appears fre-
quently.  Therefore,  the  accuracy  of  the  classification
results mainly shows a fluctuating declining trend.

Table  2 shows  that  high  SAV  accuracy  is  achieved
for water bodies in all  scenes, most OAA and ELA are
larger  than  0.85  and  the  SAV  accuracy  is  larger  than
0.900 in every scene. This means that most of the water
body  classification  results  can  be  used  in  applications
directly. However, as in the case that many water-filled
pits and  ponds  with  different  shapes  and  spectral  in-
formation  are  distributed  in  residential  parts  of  study

area Assam  and  Nagaland,  the  OAA  of  the  classifica-
tion  result  for  water  bodies  is  relatively  poor,  with  a
value of 0.831. This is because most ponds are surroun-
ded by  dense  vegetation  that  produce  shadows  that  in-
fluence the accuracy of water  body classification.  High
SAV  classification  accuracy  is  achieved  for  cropland
and  forest  in  the  two  study  areas  in  scene  1,  and  the
automatic classification results can be used in engineer-
ing  applications  to  improve  the  work  efficiency.  How-
ever, the corresponding classification accuracy in scene
2  and  3  is  relatively  low.  The  cropland  in  study  area
Henan  is  mostly  distributed  on  both  sides  of  valleys
with  obvious  topographical  undulations,  and  the  shape
of  these  areas  is  complex  and  variable.  Therefore,  the
SAV  classification  accuracy  is  the  lowest  among  all
scenes, and the SAV is only 0.737. Similarly, the OAA
and ELA  of  the  cropland  and  forest  classification  res-
ults in scene 4 can not meet the requirements of engin-
eering  practice.  The  classification  results  of  residential
land  are  fairly  good  among  all  scenes  in  which  the
SAVs  are  all  higher  than  0.800.  This  land  cover  type
can be extracted using deep learning methods according
to specific situational requirements. Grassland areas dis-
play the same spectrum but  contain either  different  ob-
jects or the same objects. However, they display differ-
ent spectra in most scenes; thus, the classification accur-
acy  for  most  scenes  is  low,  and  it  is  difficult  to  obtain
accurate extraction results.  Due to the large differences
in  the  distribution  of  roads  in  various  regions  in  large-
scale scenarios, the road samples are heterogeneous, and
roads  are  easily  obscured  by  the  tree  canopy  along
streets. Therefore, the classification accuracy of roads in
all scenes is relatively low. Although the spatial scene in
study  area  Henan  is  complex,  the  classification  results
of mudflats are relatively ideal (SAV is 0.904) because
of  the  consistent  spectral  characteristics  of  mudflats,
which  are  quite  different  from  other  ground  object
types.

On the other  hand,  the  results  of  land cover  types  in
Heilongjiang  show  higher  classification  accuracy;
however, the  spatial  resolution  of  remote  sensing  im-
ages  covering this  area  is  10 m,  which is  the  lowest  in
this study.  Further  analysis  in  detail  shows that  the  ac-
curacies  for  forest  and  residential  land  are  higher  than
those  in  study  area  Shaanxi  to  Gansu,  and  the  spatial
resolutions  of  the  images  covering  these  areas  include
0.5 m, 0.8 m and 2 m, all of which are lower than 10 m.
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Cropland  and  grassland  also  show  good  classification
accuracy. Since the road is  narrow and will  be blocked
by vegetation,  it  is  easy to  lose  information in  the  pro-
cess  of  dimensionality  reduction,  and there  are  missing
and inaccurate points in the classification results; there-
fore, low spatial resolution will have a certain impact on
the  classification  accuracy,  although  the  scene  has  the
most significant impact on the classification results. We
then  analyze  the  classification  accuracy  of  land  cover
types at different resolution scales in the same scene. As
shown in Figs. 3e–3f for scene 3, the SAV accuracy of
water  bodies  is  0.926  in  area  Henan  and  0.904  in  area
Hubei. Other accuracy verification results show that the
higher  the spatial  resolution of  the image is,  the higher
the classification  accuracy in  the  same scene.  The  ana-
lysis  results  show  that  under  certain  conditions  of  the
scene, most of the classification results are proportional
to the spatial resolution, and some have no relationship
with  the  resolution,  such  as  water  bodies,  which  are
mainly  affected  by  shadows  that  are  easily  confused
with water  bodies  in  different  test  areas.  We  also  ana-
lyze  the  classification  accuracy  of  land  cover  types  in
different scenes at the same spatial resolution scale of 2
m. From  the  accuracy  evaluation  results  of  area  Cher-
kasy,  area  Shaanxi,  area  Henan  and  area  Gansu,  it  can
be  found  that  with  the  increase  in  landscape  diversity,
the SAV  classification  accuracy  of  each  land  type  de-
creases, such as barren land, cropland, forest, grassland,
residential land and water body. 

4　Discussion

Land cover  classification  based  on  remote  sensing  im-
ages is an important research direction, and it is of prac-
tical  application  value  to  further  improve  the  accuracy
of  automatic  classification  results.  He  proposed  a
multispectral land cover classification method based on
a deep learning model and effectively improved the ac-
curacy  of  multispectral  image  classification  (He  and
Wang,  2021).  In  the  refined  classification  of  complex
surface  scenes  that  include  diverse  information,  single-
modality-dominated deep  networks  are  inevitably  lim-
ited  in  classification  tasks.  Hong  provided  a  baseline
solution  to  the  aforementioned  issue  by  developing  a
general  multimodal  deep  learning  (MDL)  framework,
evaluated different  fusion  strategies,  trained  deep  net-
works and built a new network architecture (Hong et al.,

2020). At  this  stage,  most  research  has  focused  on  im-
proving  the  classification  accuracy  of  land  cover  types
in areas with complex surfaces through model modifica-
tion. However, the original objective of our study was to
simplify  the  representation  of  earth’s  complex  surface
and  the  related  classification  problems.  We  conducted
an  in-depth  analysis  of  surface  spatial  scenes  and  land
cover types and explored how to combine deep learning
with manual visual inspection to improve the efficiency
of engineering  work  while  ensuring  a  high  interpreta-
tion accuracy.  Therefore,  from  the  perspective  of  im-
proving  the  accuracy  of  land  cover  classification,  our
work is  a  complement  to  other  methods.  To  demon-
strate the validity of our research results, we further ex-
plored application cases involving engineering projects. 

4.1　The effect of image quality on classification res-
ults
We use sharpness as an evaluation metric to further as-
sess the interpretability  of  images with different  qualit-
ies.  Many  satellite  images  are  required  to  cover  the
working  area  in  regional  land  cover  classification  at  a
large scale. Generally, cloud cover is less than 5%, there
is no obvious  band or  noise  interference,  and the  grey-
scale range is normally distributed. However, in reality,
poor-quality  images  are  generally  present  in  datasets.
Therefore, it is necessary to conduct an in-depth analys-
is of image interpretability and reliability to better guide
engineering  operations.  It  is  difficult  to  quantitatively
evaluate remote sensing images of poor quality (Guo et
al.,  2020),  although  scholars  have  investigated  many
evaluation  indicators  related  to  image  quality,  such  as
the ground sampling distance, signal-to-noise ratio, and
information  entropy  (Wang  et  al.,  2004; Yuan  et  al.,
2014).  These  indicators  can  only  describe  some  of  the
characteristics of an image, and currently, no indicators
can be used to fully evaluate the information in remote
sensing  images.  Therefore,  this  paper  adopts  a  visual
subjective evaluation  method  to  intuitively  assess  im-
age  quality  based  on  image  sharpness  (Gastaldo  et  al.,
2005).

With  the  data  and  classification  results  for  Henan
study  area,  we  select  GF1  scene  data  from an  adjacent
orbit with the same spatial resolution and time phase for
a comparative  analysis.  One of  the  scenes  is  character-
ized  by  good  sharpness,  and  the  ground  features  are
highly distinguishable. The other scene is characterized
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by relatively poor image quality. In the overlapping area
of  the  two  images,  the  same  samples  and  methods  are
used  for  model  training  and  classification,  and  SAV
evaluation  is  performed  to  assess  the  impact  of  image
quality on  deep  learning  classification.  The  classifica-
tion results are shown in Fig. 4, and the accuracy statist-
ics  are  shown in Table  3. The results  show that  for  re-
mote sensing images with different qualities, the classi-
fication results  based  on  deep  learning  are  highly  vari-
able. High-quality images yield higher classification ac-
curacy than  low-quality  images,  and  low-quality  im-
ages  lead  to  comparatively  more  misclassifications  for
land cover types other than water. 

4.2　The effect of sample size on classification results
We  take  the  highest  efficiency  as  the  goal  and  discuss
the optimal sample size. Cevikalp showed that the clas-
sification accuracy improved as  the  size  of  the  training
dataset  increased  (Cevikalp  et  al.,  2020).  However,  as
the amount of data included in model training increases
indefinitely, the  robustness  of  the  model  begins  to  de-
cline  beyond  a  specific  point.  Therefore,  we  used  data
for study area Assam and Nagaland to determine the op-
timal sample size in practice. We select sample sizes of
12.5%,  25.0%,  50.0%  and  75.0%  of  the  whole  image.
To ensure that  the test  results  are  not  affected by other
factors,  mountainous  and  urban  areas  with  a  uniform
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Fig. 4    Classification results with different image quality: (a) high-quality image (R: NIR, G: Red, B: Green), (b) classification result of
image (a), (c) low-quality image (R: NIR, G: Red, B: Green), (d) classification result of image (c)
 
Table 3    Accuracy statistics for the classification of images with different qualities
 

Image qualities
Cropland Forest Water body Mudflats Other

OAA ELA SAV OAA ELA SAV OAA ELA SAV OAA ELA SAV OAA ELA SAV

High quality 0.981 0.922 0.9397 0.987 0.927 0.945 0.993 0.952 0.9643 0.885 0.882 0.8829 0.784 0.756 0.7644

Low quality 0.374 0.285 0.3117 0.374 0.306 0.3264 0.931 0.904 0.9121 0.321 0.283 0.2944 0.608 0.401 0.4631

Note: meanings of OAA, ELA and SAV see Table 2
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distribution  and  located  outside  the  sampling  area  are
selected  as  the  classification  areas;  then,  the  model
training and  classification  prediction  tasks  are  per-
formed.  The  classification  results  based  on  different
sample sizes are shown in Fig. 5, and the accuracy eval-
uation  results  are  shown  in Table  4. The  main  conclu-
sion is  that  the  classification  effect  is  significantly  im-
proved  as  the  sample  size  increases.  When  the  sample
size is small, we obtain a poor classification result with

a high degree of fragmentation. With increasing sample
size, the classification results become increasingly com-
plete, and  the  boundaries  among  land  cover  types  be-
come more accurate. However, we find that,  the classi-
fication accuracy increases only slightly, and the accur-
acy of individual land cover types may even slightly de-
crease  in  some  areas.  Therefore,  the  relationship
between the  relevant  workload  and  the  required  accur-
acy  must  be  considered  in  the  process  of  land  cover
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Fig. 5    Classification results with different sample size in the same region: (a) training and testing image (R: NIR, G: Red, B: Green),
a1–a4 are the classification results with different sample size of 12.5%, 25.0%, 50.0% and 75.0% of entire image (a), respectively

 
Table 4    Accuracy statistics for the classification of images with different sample size
 

Sample size / %
Barren land Cropland Forest Grassland Residential land Water body

OAA ELA SAV OAA ELA SAV OAA ELA SAV OAA ELA SAV OAA ELA SAV OAA ELA SAV

12.5 0.487 0.405 0.430 0.669 0.701 0.691 0.725 0.755 0.746 0.252 0.311 0.293 0.805 0.811 0.809 0.562 0.502 0.521

25.0 0.543 0.552 0.549 0.872 0.823 0.838 0.787 0.802 0.798 0.305 0.408 0.377 0.811 0.819 0.817 0.611 0.551 0.569

50.0 0.665 0.712 0.698 0.970 0.935 0.946 0.836 0.813 0.820 0.331 0.456 0.419 0.825 0.852 0.844 0.823 0.852 0.843

75.0 0.698 0.705 0.703 0.971 0.932 0.944 0.831 0.811 0.817 0.336 0.452 0.417 0.826 0.852 0.844 0.811 0.853 0.840

Notes: Sample size means the proportion of sample of an image
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classification. It  is  necessary  to  comprehensively  con-
sider  the  time  cost  and  select  the  most  appropriate
sample size to maximize efficiency. 

4.3　 Engineering demonstration  areas  for  applica-
tion
Finally, we  apply  the  research  results  in  two  engineer-
ing  demonstration  areas  (Fig.  1),  analyze  the  surface
spatial  scenes  and  determine  the  relevant  classification
rules. In demonstration area one, most of the residential
land types are covered by canopies, and roads are relat-
ively concentrated.  Therefore,  by  merging  the  residen-
tial  land with forest,  roads and adjacent  ground objects
based  on  automatic  interpretation  with  deep  learning
and manually modifying the land cover types with lower

accuracy, a final result that meets the relevant technical
specifications  can be  obtained (Fig.  6).  Compared with
that of fully manual visual interpretation, the efficiency
of the combined approach is 10% higher.

The demonstration area two is a seaside area with few
types  of  ground  objects,  but  large  numbers  of  paddy
fields and breeding ponds with high surface areas are in-
terspersed in the region; consequently, the manual inter-
pretation workload  is  very  high.  Therefore,  after  com-
prehensive  evaluation,  we  automatically  extracted  only
the  paddy  fields  and  performed  binary  classification
(Fig. 7). Notably, only a small amount of manual inter-
vention is needed to obtain the final classification result,
and  the  efficiency  of  this  approach  is  30% higher  than
that of fully manual visual interpretation.
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Fig.  6    Classification result  of  demonstration area one in Fig.  1:  (a)  deep learning classification result  based on U-Net,  (b) manually
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The insights  gained from this  study may help  to  im-
prove  the  application  of  artificial  intelligence  methods
in remote sensing interpretation in the engineering field.
The  classification  of  large-scale  land  cover  datasets
should  be  based  on  the  core  principle  of  quality  over
quantity.  It  is  necessary  to  conduct  comprehensive  and
detailed data  analyzes  of  the  surface  landscape and ex-
tract the land cover types with few limiting phenomena,
clear  distributions,  and  high  semantic  consistency  for
automatic interpretation. On this basis, manual subdivi-
sion and attribute labelling can be performed according
to  the  relevant  technical  requirements  to  minimize  the
workload of manual correction for misclassified results.
Additionally,  it  is  necessary  to  weigh  the  relationship
between work efficiency and sample size in practice to
meet the  classification  requirements  for  a  given  situ-
ation. The results can be used to minimize misclassifica-
tion issues and be efficiently integrated with the results
of  manual  visual  interpretation,  which  demonstrates  a
strong effect  of  improving  image  interpretation  effi-
ciency and reducing the workload of manual collection. 

5　Conclusions

In this study, we focused on the interpretability and reli-
ability  of  regional  land  cover  classification  performed
by U-Net  using  remote  sensing  data.  The  interpretabil-
ity  was  assessed  based  on  different  surface  spatial
scenes, and the reliability of interpretation for each land
cover type was quantitatively analyzed by the proposed
SAV method. Our results provide a theoretical and sci-
entific basis for quickly and accurately obtaining ground
feature information from multisource heterogeneous re-
mote sensing data in the engineering field,  and provide
ideas  for  the  study  of  the  private  network  model  of
ground object recognition. The main conclusions can be
drawn as follows:

(1) The  interpretation  ability  of  remote  sensing  im-
ages is  highly  related  to  terrain  and  landscape;  the  ac-
curacy  of  classification  results  is  mainly  affected  by
land  cover  categories  and  landscape  composition  and
not  highly  correlated  to  satellite  platform  and  spatial
resolution.  When  the  data  with  same  spatial  resolution
and platform, it could be found that as the landscape di-
versity  increase,  the  SAV  classification  accuracy  of
each land type decreased.

(2)  The  proposed  accuracy  verification  method  of

SAV  was  used  to  evaluate  the  classification  results  of
each surface spatial scene. We found that areas with few
ground  objects,  clear  distributions,  distinct  boundaries,
and few land use homeomorphisms are generally associ-
ated with good classification accuracy. Areas with com-
plex geographical  categories,  relatively  unclear  bound-
aries and  the  widespread  phenomenon  of  the  same  ob-
jects but with different spectra, the accuracy of the clas-
sification results is generally poor. The experiment res-
ults  also  showed  that  SAV  is  an  effective  method  to
evluate  the  remote  sensing  intelligent  interpretations
from the perspective of engineering application require-
ments of large-scale classification tasks.

(3) The interpretability and reliability of remote sens-
ing images are highly correlated with the ground object
being classified, and the correlations with satellite plat-
form  and  spatial  resolution  are  relatively  low.  Better
classification  results  can  be  obtained  for  water  bodies
with  spectral  characteristics  that  differ  from  those  of
other land cover types, such as cropland, forestland and
residential land, with regular shapes. Satisfactory classi-
fication  results  can  also  be  obtained  for  nondominant
land cover  types,  such  as  mudflats  and  vegetated  wet-
lands,  which  are  relatively  different  from other  ground
objects based on their spectral characteristics and distri-
butions. The classification accuracy is relatively low for
land cover types distributed in areas with long and nar-
row shapes; that are easily shaded by canopy vegetation
(e.g.,  roads,  canals).  Moreover,  areas  characterized  by
the same spectrum but different objects or the same ob-
jects  but  different  spectra  are  difficult  to  classify  (e.g.,
grassland, shrubs, gardens).

(4)  The  research  provides  an  effective  way  to  make
the best use of deep learning method in the large area of
the  land  cover  classification  task:  the  high  dominance
and good discrimination land cover types were retained,
and other minor types were discarded. It  is  not only an
efficient way  to  simplify  the  remote  sensing  informa-
tion model  and improving the  universality  and reliabil-
ity  of  the  deep  learning  classification  model,  but  also
optimizing the efficiency of land cover classification ap-
plication.
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