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Abstract: In this article, we propose a novel, multilevel, dynamic factor model, to determine endogenously clustered regions for the 

investigation of regional clustering and synchronization of provincial business fluctuations in China. The parameter identification and 

model estimation was conducted using the Markov Chain Monte Carlo method. We then conducted an empirical study of the provincial 

business fluctuations in China (31 Chinese provinces are considered except Hong Kong, Macau, and Taiwan due to the data unavailabil-

ity), which were sampled from January 2000 to December 2015. Our results indicated that these provinces could be clustered into four 

regions: leading, coincident, lagging, and overshooting. In comparison with traditional geographical divisions, this novel clustering into 

four regions enabled the regional business cycle synchronization to be more accurately captured. Within the four regional clusters it was 

possible to identify substantial heterogeneities among regional business cycle fluctuations, especially during the periods of the 2008 

financial crisis and the ‘four-trillion economic stimulus plan’. 
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1  Introduction 

In recent decades, researchers have shown an increasing 
interest in the regional synchronization of provincial 
business fluctuations in China. It has been shown that 
with the deepening of economic system reform and the 
elimination of local trade barriers, the economies of 
Chinese provinces have exhibited a high degree of 
business cycle synchronization (Gerlach-Kristen, 2009; 
Huang et al., 2011). The synchronization observed in the 
eastern China was comparable to that observed in the 
United States at the end of the 1990s, while in the north-
western provinces the synchronization appears to differ 
from the process throughout the rest of China (Poncet, 
2004). Gatfaoui and Girardin (2015) reported that that all 

of China’s coastal provinces, except Hainan, were syn-
chronized with the national cycle. Empirically, the multi-
level dynamic factor model of Kose et al. (2003) is often 
adopted to extract region-specific factors from provincial 
economic indicators. Several studies, such as Guo and Jia 
(2005), Zhang and Tong (2011), and Guo and Zhao 
(2012), found that the factors estimated with this model 
could explain many of the variations in provincial data. 

Although business cycle synchronization has been the 
focus of regional economic studies, there are at least two 
limitations in the method currently used to describe the 
characteristics of regional business cycle fluctuations. 
First, the traditional geographical division of Chinese 
provinces into eastern, intermediate, and western re-
gions based on geographical location (Fig. 1) can not 
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reflect the regional clustering characteristics well. 
Huang et al. (2015) showed that this division can only 
roughly reflect the differences in economic development 
between regions in China. However, in terms of busi-
ness cycle fluctuations, Poncet (2004) and Ger-
lach-Kristen (2009) found that the remote northwestern 
provinces appear to differ from each other. Herrerias and 
Ordóñez (2012) further found that even the eastern 
coastal provinces were not necessarily in the same re-
gional cluster. Therefore, it would be more appropriate 
to cluster the provinces endogenously according to their 
similarities in terms of business fluctuations. Similar 
problems have been found in some studies of Asia (He 
and Liao, 2012), Europe (Lee, 2012) and the United 
States (Crone and Clayton-Matthews, 2005; Stock and 
Watson, 2010), and in an international business cycle 
analysis of multiple countries (Francis et al., 2012). 

Second, in the existing method it is difficult to ade-
quately model the interactions among regions. To cap-
ture regionally common properties, a common practice 
is to use the orthogonal multilevel dynamic factor model 
proposed by Kose et al. (2003) to extract the national 
and region-specific factors from provincial business 
fluctuations in China, see for example Guo and Jia 
(2005), Zhang and Tong (2011), and Guo and Zhao 

(2012). However, this approach only estimates the re-
gion-specific factors that are uncorrelated with national 
factors, and ‘not factors for those regions per se’ 
(Moench et al., 2013). In addition, these factors are or-
thogonal among regions, which contradicts the evidence 
of the local links among regions, such as foreign direct 
investment (FDI) spillover effects (see Ouyang and Fu, 
2012; Huang and Chand, 2015). The empirical results 
obtained from this model (Guo and Jia, 2005; Zhang and 
Tong, 2011) also suggest that estimated regional factors 
are strongly correlated with each other.  

To address the problems raised above, we propose a 
novel multilevel dynamic factor model with an endoge-
nous regional grouping strategy, which could be re-
garded as an extension of the multilevel dynamic factor 
model in Bai and Wang (2015), by introducing the 
‘data-driven’ regional clustering approach in Francis et 
al. (2012). There are several advantages of employing 
such a model. First, it enables us to simultaneously es-
timate the common regional factors and regional clus-
ters, avoiding any possible incorrect specifications that 
could result from using existing geographical regions. 
Second, regional factors are allowed to be correlated 
with national factors, which gives a more comprehen-
sive measurement of regional business fluctuations than 

 

Fig. 1  Traditional geographical division of regions in China 
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the orthogonal factors in the model proposed by Kose et 
al. (2003). Third, variance decomposition based on the 
vector autoregressive (VAR) process allows us to ana-
lyze the integration of provinces within regions.  

After putting forward the multilevel factor model to-
gether with its Bayesian Markov Chain Monte Carlo 
(MCMC) estimation procedure, we carry out an empiri-
cal investigation of the estimated clusters (new divisions 
based on unknown regions) and the corresponding re-
gional characteristics.  

2  Methodologies 

2.1  Multilevel dynamic factor model 
Our model was based on the multilevel dynamic factor 
model in Bai and Wang (2015). We further incorporated 
a ‘data-driven’ approach (Francis et al., 2012) to decide 
the regional grouping of provinces endogenously, to 
avoid the misspecifications of using given regions.  

The proposed multilevel factor model for the i-th 

provincial growth ity  (i = 1,…, N) is given by: 

2
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1
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B

it yf i t yg i ib bt it it i
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     (1) 

where tf  is a national factor, btg , b = 1,…, B, are the 

region-specific factors, and ite  is an idiosyncratic error 

term. In Equation (1), ib  is a dummy variable, such 

that 1ib   if province i belongs to region b and 

0ib   otherwise, b = 1,…, B. In addition, the national 

factor tf  represents the national comovement of pro-

vincial business fluctuations, and the region-specific 

region btg , depending on which region it belongs to, 

stands for the regional comovement of provincial busi-
ness fluctuations for region b, b = 1,…, B.  

To consider the dynamic interactions among the na-
tional and regional factors, we assumed the following 
VAR process for the national and region-specific factors: 
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where  is a (B +1)  (B +1) matrix, and  is a (B +1)  
(B +1) symmetric positive definite matrix. Note that the 

above model nests several multilevel factor models used 
in the literature. For example, the model introduced by 
Kose et al. (2003) is a special case of the model given by 

Equation (1) and Equation (2) when all ib , b = 1,…, B, 

are given and both  and  are diagonal. Moreover, the 
model becomes the multilevel factor model proposed by 

Bai and Wang (2015), when all ib , b = 1,…, B, are given. 

2.2  Parameter identification 
Parameter identification is an important issue that vari-

ous factor models need to handle. Let 1( , , )t t Nty y y   , 

1( , , , )t t t BtF f g g   : 
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Then Equation (1) can be rewritten as: 

t t ty F e               (4) 

It can be seen that the loading coefficient matrix   

and the factor vector tF  are unidentifiable. When  is 

given, Bai and Wang (2015) show that the model given 
by Eqs. (4) and (2) is fully identified if  is an identity 
matrix together with B + 1 sign restrictions on the load-

ing matrix  . Moreover, although  is diagonal, the 

dynamic interactions among factors can be captured by 
the off-diagonal elements of .  

When  is unknown, some extra identification condi-
tions are required as follows:  
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The above conditions exclude two extreme cases in 

which 
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 , which imply 

the presence of invalid factors. For example, if 0bi   

for all i, the factor btg  can not be estimated, and thus it 
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is invalid. If 1ib   for all i, the factors tf  and btg  

are the same and the factor btg  is invalid.  

2.3  Bayesian computation 
Notice that the complicated multi-dimension matrix in 
the likelihood function usually results in many local 
maxima and very flat surfaces near the optimal solution, 
which would cause problems in the maximum likeli-
hood estimation procedure. Therefore, we implemented 
our multilevel factor model given by Eqs. (1) and (2), 
using the MCMC procedure. The convergence and lim-
iting properties of the MCMC method are referred to in 
Geweke and Keane (2001). 

Denote , 1, ,( , , , )t f t g t gB tu v v v   , 1( , , )TY y y    , 

1( , , )TF F F   , and 2 2
1diag{ , , }Ne    . Further-

more, suppose that 1BI    for parameter identifica-

tion, where 1BI   is a (B +1)  (B +1) identity matrix. 

Based on observational data 1( , , )TY y y    , we used 

the MCMC for simulation of the full joint posterior 

( , , , | )ep F Y   . The MCMC computation consists of 

the following three steps:  

Step 1. Sampling ( 1)kF   given ( )k
 , ( )k

e , and 
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( 1)kF   can be directly sampled under the linear and 
Gaussian state space model given by Eqs. (1) and (2) 
using the forward looking backward sampling approach 
based on the Kalman filter (Carter and Kohn, 1994; Kim 
and Nelson, 1999). 

Step 2. Sampling ( 1)k  given ( 1)kF  . Because 

1~ (0, )t Bu N I  , each equation in the VAR model can be 

treated as a separate Bayesian regression with inde-
pendent Gaussian errors. For example, denote 
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Similar to Francis et al. (2012), we assumed that i  fol-

lows a discrete uniform distribution. ,i   is determined by 

the first term in Equation (6). Then we sampled *
i  from 

* *
,1 ,1( , )i iN   , and accepted *

i  and *
i  with a probability 

of ,i  , otherwise ( 1) ( )k k
i i   , ( 1) ( )k k

i i   .  

In addition, we set the conjugate prior for 2
i  as the 

inverse Gamma distribution 1 1
0 02 2( , )IG   , and the pos-

terior distribution will then be * *1 1
2 2( , )i iIG    with 

* 1
0 2i T   , * ( 1) ( 1)

0 ( ) ( )k k
i i i i i i iY X Y X         . 

Then we can sample 2 ( 1)( ) k
i

  from * *1 1
2 2( , )i iIG   . 

In the above MCMC computation, the priors of all 
factor loadings were assumed to be N (0, 1), while all 
priors for the variance parameters were assumed to be 
the inverted Gamma distribution (6,0.1)IG .  

2.4  Determination of regional clusters  
The number of regional clusters can be determined by a 
Bayesian model comparison using the deviance informa-
tion criteria (DIC) suggested in Celeux et al. (2006). We 
followed Bai and Wang (2015) to apply the computation-
ally simple approximation of Li et al. (2013) as follows: 
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where Y denotes the observed data, ( ) ( )m B  denotes 

the parameter sampled in the m-th iteration given B, and 
ˆ ( )B  denotes the Bayesian posterior parameter esti-

mates given B.  

2.5  Variance decomposition  
Based on Diebold et al. (2006), the variance decomposi-
tion can be conducted in the following way. To begin 
with, we represent Equation (2) by: 
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Therefore, the variance portion of ,i t sy   due to the 

national and regional factors can be computed by a ratio 

of |( )i j t s t iMSE F    over , |( )i t s tMSE y  , while the 

variance portion of ,i t sy   due to its own variation can 

be computed by a ratio of Var( )ite  over , |( )i t s tMSE y  . 

3  Data  

We used the provincial industrial value added to briefly 
analyze the regional characteristics of provincial busi-
ness fluctuations in China, and further addressed the 

insufficiency of traditional divisions using the geo-
graphical regions. For regional economic data, the in-
dustrial value added is a commonly used indicator re-
flecting economic activity, and the data are officially 
available at a monthly frequency. Although the GDP 
growth rate would be a good proxy, provincial GDP data 
are quarterly or annual, with fewer observations than the 
industrial value added. Moreover, there is also no offi-
cial agency or institution that extracts provincial eco-
nomic climate indices in real time.  

We selected the year-on-year monthly growth rates 
of provincial industrial value added for 31 provinces 
(Hong Kong, Macau, and Taiwan were not included 
due to the data unavailability) in China, sampled from 
January 2000 to December 2015. The data were 
sourced from the CEIC database (available at the 
website: https://www.ceicdata.com). Fig. 2 is a ther-
modynamic diagram for the data series. All series are 
standardized over time for better comparison. The list 
of provinces was sorted geographically into eastern, 
intermediate and western regions, separated by hori-
zontal blue lines. The colors in the figure indicate the 
standardized growth rates: for example, the dark red 
denotes a high growth rate, while the deep green in-
dicates a low growth rate. In addition, the vertical 
dashed lines mark the dates of the turning points of 
national business cycles based on Zheng and Wang 
(2013) and Zheng and Xia (2016), which include 
January 2003 (from recession to expansion), August 
2008 (from expansion to recession), October 2009 
(from recession to expansion), and October 2011 
(from expansion to recession).  

We can make the following observations from Fig. 2. 
First, the 31 provincial business fluctuations exhibited 
an obvious similarity. For example, most provinces were 
in recession at the beginning of 2002, while they were in 
expansion in the first half of 2014; and in early 2009, 
early 2010, and 2015, there was a high degree of busi-
ness cycle synchronization across the provinces. Sec-
ond, the provincial business fluctuations in the interme-
diate region had a high level of synchronization. For 
example, near the turning points of 2008 and 2009, the 
business fluctuations in the intermediate region were 
almost completely synchronized, indicating the presence 
of regional clustering. Third, the eastern and western 
regions were less synchronized in some periods. For 
example, from 2006 to 2007 and around 2010, the 
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Fig. 2  Monthly growth of the industrial value added for 31 provinces 
 

provincial business fluctuations in the eastern region 
had an obvious differentiation. The indication of re-
gional comovement was even weaker in the western 
region. Fourth, around the turning points of the national 
business cycle, the eastern region generally preceded the 
intermediate area for most cyclical fluctuations. There 
was also slight evidence that economic changes in the 
intermediate area preceded those in the western area. 

This confirms the need to reconsider the division of 
regions when studying regional business cycle fluctua-
tions. On the one hand, a division based on geographical 
locations can not adequately capture the regional clus-
tering characteristics of provincial business fluctuations. 
It can not be ascertained if the unsynchronized points 
across these provinces are the result of idiosyncratic 
components or mistaken clusters. On the other hand, the 
leading-lag relationships of some provincial business 
fluctuations near the turning points imply possible dy-
namic interactions among different regions. Figure 2 
shows that some eastern provinces led the cyclical 
movements, relative to the intermediate provinces. This 
addresses the importance of considering the dynamic 
interactions among regional factors instead of using an 
orthogonal factor model such as that proposed by Kose 
et al. (2003) or hierarchical factor models (Moench et 
al., 2013).  

4  Results and Empirical Analysis 

4.1  Results of regional clustering 
Using the 31 provincial data of business flutuations, we 

carry out the MCMC estimation for the multilevel dynamic 

factor model. Under different b, b = 1,…, B, the MCMC 

procedures were repeated 10 000 times. The first 2000 it-
erations were discarded while the remaining, iterations 

were used for posterior estimation. The estimated regional 

grouping of provinces was determined by ( )
1{ }k M

kib  , such 

that province i belongs to region b, b = 1,…, B. 

Based on the deviance information criteria (DIC) 
presented in Subsection 2.4, we firstly attempt to deter-
mine the number of regional clusters. The DIC results 
under different values of B are reported in Table 1. From 
the table, the approximated DIC has a minimum value at 
B = 4. This suggests that the number of clusters or re-
gions should be 4.  

Given the optimum number of regions, we then used 
the MCMC method to estimate the model under the 
given number 4B  . Due to space limitations, we do 

 
Table 1  The DIC results under different values of B 

B 2 3 4 5 6 7 8 

DIC(B) 10186.81 9710.03 5508.27 8697.54 8501.01 5875.71 6971.14
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Fig. 3  The division of regions based on regional clustering 
 

not report the posterior parameter estimates in this 
study. Based on the MCMC estimation, we obtained the 
four regional clusters. More specifically, the 31 prov-
inces in mainland China were clustered into four re-
gions: leading, coincident, lagging, and overshooting.  

Fig. 3 shows the division of regions based on our re-
gional clustering. The leading region contained the six 
provinces of Beijing, Shanghai, Jiangsu, Zhejiang, Guang- 
dong and Hainan. These provinces were mainly located 
on the eastern coast. The coincident region consisted of 
16 provinces. This region covered a much larger territory 
than the intermediate region shown in Fig. 1. For exam-
ple, the eastern provinces of Shandong, Hebei, Liaoning, 
and Tianjing, and the western provinces of Sichuang, 
Chongqing, Guangxi, Shaanxi, Inner Mongolia, and 
Ningxia, were classed as the coincident region. The lag-
ging region includes the most remotely located western 
provinces of Guizhou, Yunnan, Tibet, Qinghai, and Xin-
jiang. These provinces used to be isolated from other ar-
eas of the country and behave differently in comparison 
to other regions. The overshooting region contained the 
four provinces of Fujian, Shanxi, Gansu, and Ningxia. Al-
though the provinces in this region were geographically 
separated, our later results indicated their overshooting 
phenomena during the periods of the 2008 financial crisis 

and the ‘four-trillion economic stimulus plan’.  

4.2  Regional synchronization and business cycle 
fluctuations  
To reflect the regional synchronization in Chinese prov-
inces, a thermodynamic diagram for the growth rate series 
obtained by rearranging the provinces according to the 
estimated regional clusters is shown in Fig. 4. From this 
figure, the following results were obtained. First, the 31 
provinces were well clustered into four regions in term of 
their provincial business fluctuations. In comparison to 
the eastern provinces shown in Fig. 2, the leading prov-
inces were better synchronized around the turning point 
of January 2003 and during the periods from 2005 to 
2007 and 2008 to 2011. Moreover, the provincial business 
fluctuations in the coincident region were quite consistent 
with changes in the national business cycle. Most prov-
inces in this region switched between the red and green 
areas synchronously around the four turning points. 

Second, there were obvious lead-lag relationships 
among the leading, coincident, and lagging regions. This 
was also the reason why we named three of the four re-
gions as leading, coincident, and lagging. Around the 
turning point of January 2003, most provinces in the 
coincident region started to enter economic expansion,  
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Fig. 4  Provincial growth data sorted by estimated regional clusters of provinces (LE: leading region; CO: coincident region; OV: 
overshooting region; LG: lagging region) 

 
while the provinces in the leading region first entered 
economic expansion in mid-2002 and the provinces in the 
lagging region entered economic expansion in early 
2004. Around the turning point of August 2008, the 
leading provinces started to enter economic recession 
first in late 2007, about one year ahead of the provinces 
in other regions. Around the turning point of October 
2011, the lead-lag relationships were clearer, with the 
leading provinces entering economic recession in early 
2011, while the coincident provinces entered economic 
recession about one year later, and the lagging provinces 
followed after 2012.  

The lead-lag relationships among the leading, coin-
cident, and lagging regions can be further explained 
from empirical facts. Due to the geographical location 
of the east coast of China, the higher degree of eco-
nomic openness, and the greater benefits from national 
economic policies, the provincial economics in the 
leading region was always first to react. However, they 
were also more easily influenced by external and pol-
icy shocks, such as the 2008 financial crisis and the 
‘four- trillion economic stimulus plan’. In contrast, the 
provinces in the lagged region were mainly in the re-
mote western area and were insensitive to external 

shocks due to their low degree of economic openness. 
They were also largely unaffected by several major 
regional economic policies established in the country. 
However, provincial business fluctuations in the lagged 
region were also affected by national economics and the 
spillover effects from the leading and coincident re-
gions. 

Third, there was an overreaction or overshooting 
phenomenon in the overshooting region due to the fi-
nancial crisis and the four-trillion economic stimulus 
plan. During the period from 2008 to 2010, the over-
shooting provinces were recorded as a deeper green and 
deeper red than the other provinces, indicating a deeper 
trough after the subprime mortgage crisis and a higher 
peak after the ‘four-trillion economic stimulus plan’. In 
addition, the overshooting provinces displayed similar 
trends to the leading, coincident, and lagging regions. 
By comparing provincial business fluctuations, Fujian 
matched the leading region, Shanxi matched the coinci-
dent region, and Gansu and Ningxia matched the lag-
ging region. The reason why these provinces were 
originally classed as overshooting was because their 
economies are mostly dependent on the output of re-
sources and the corresponding industrial structure was 
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relatively singular. If their economic system encoun-
tered an external shock, the adjustment would be par-
ticularly intense. 

4.3  Analysis of regional factors 
Through the MCMC computation, we also obtained four 

estimated regional factors, 1 4{ , , }t tg g , which were 

the common factors of provincial business fluctuations 
within regions and could be used to represent the indi-
cators of regional business cycle fluctuations.  

Fig. 5 plots the time series paths of these regional 
factors for the four estimated regions. The leading-lag 
relationships were clearly visible among the leading, 
coincident, and lagging factors, and the different time- 
series dynamics of regional factors were also apparent. 
The leading factor followed an overall downward tra-
jectory. Before the financial crisis of 2008, the leading 
region was in expansion, with values larger than zero. It 
then began to decline as the regional economy con-
tracted sharply due to the financial crisis. It rapidly re-
covered under the ‘four-trillion economic stimulus 
plan’, but then entered recession after early 2011. The 
coincident factor initially rose and then decreased. Be-

fore 2008, the coincident factor continued to increase 
from a low negative value to a large positive value. It 
fell to a near zero value during the financial crisis and 
then recovered to a high positive value due to the ‘four- 
trillion economic stimulus plan’. After the mid-2010s, 
the factor continued to decrease and became negative 
after late 2012. The lagging factor followed a largely 
upward trajectory. Since 2001, this region experienced a 
gradual increase and the pattern was similar to that of 
the coincident region during the period from 2004 to 
2008. The regional economy also slowed down in 2009 
but recovered quickly and continued to grow until early 
2012. A significant feature of this region was that it 
succeeded in maintaining a high level of growth after 
2012. The overshooting factor behaved more or less the 
same as the coincident factor. The overshooting region 
experienced a significantly deep trough in 2009 and a 
high peak in 2010, indicating that it was severely af-
fected by the financial crisis and benefitted substantially 
from the ‘four-trillion economic stimulus plan’. Its suc-
cessful rebound was largely due to the high level of 
growth before the outbreak of the subprime crisis, al-
though the overshooting effect due to the fiscal stimulus  

 
Fig. 5  Regional factors for the estimated and given geographical regions. Shaded areas represent economic recessions 
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lasted for a very short period. The region maintained a 
relatively high level of growth during the period from 
2011 to 2013. After 2014, the economy of the over-
shooting region gradually declined. 

Although the multilevel factor model could also be 
estimated for given geographical regions, the corre-
sponding regional factors could be underestimated or 
overestimated. For further comparison, Fig. 5 also plots 
the regional factors estimated by treating the eastern, 
intermediate, and western regions as given geographical 
regions. We compared these three regional factors for 
the given geographical regions with the leading, coinci-
dent, and lagging factors, respectively. The eastern fac-
tor was similar to the leading factor, but in some periods 
there were certain deviations between them. For exam-
ple, the eastern factor was underestimated in 2010 be-
cause some of the provinces it included, such as Liaon-
ing, Shandong, and Tianjing, were not well synchro-
nized with the other provinces in the eastern region. 
This result was consistent with the findings of Herrerias 
and Ordóñez (2012). Second, the downward trend of 
most provincial business fluctuations in the intermediate 
region during the period from 2013 to 2015 (see Fig. 2) 
was not consistent with the rising trend of the interme-
diate factor. This implies that the intermediate factor 
could not reflect the regional synchronization of provin-
cial business fluctuations in the intermediate region. In 
contrast, this may be better captured by the coincident 
factor. Third, the regional factors of the western and 
lagging regions were similar, with the exception of some 
disparities, such as the trough of 2009 and during the 
period from 2013 to 2015. In conclusion, the three esti-
mated factors for the given geographical regions per-
formed worse than the factors for unknown regions. 

4.4  Regional integrations: a variance decomposi-
tion analysis 
Variance decomposition analysis based on the multilevel 
factor model is a useful way to determine whether the 
estimated factors in Fig. 5 are ‘common’ enough within 
each region (Kose et al., 2003). If a regional factor ex-
plains a substantial share of the provincial variations in 
its region, then the within-region integration is strong, 
and this regional factor reveals the common property of 
the region. The higher the proportion of provincial 
variations in the region explained by the regional factor, 
the higher the similarity of provincial business fluctua-

tions within the region is, and the more representative 
the common factor is. 

Based on the variance decomposition shown in Sub-
section 2.5, the results under both unknown and given 
regions are reported in Table 2. From the table, the fol-
lowing findings are apparent. First, the four estimated 
factors for unknown regions can explain more variations 
than the three estimated factors for given geographical 
regions. As shown in the left panel of Table 2, on aver-
age, about 19% of variations were explained by the es-
timated four regional factors, which was much higher 
than the corresponding 8% under the geographical re-
gions in the right panel. According to Kose et al. (2003), 
this result implies that the integration within regions was 
considerably higher than the integration across regions, 
which demonstrates the importance of characterizing the 
regional business cycle fluctuations endogeneously.  

Second, the leading, coincident, and overshooting 
factors explained more than 15% of the variations. In 
terms of the proportion of factors at the average level 
within the regions, the regional factors explained 15% 
and 20% of the variations in 6 leading and 16 coincident 
provinces, respectively. This indicates that the provinces 
in the leading and coincident regions were strongly cor-
related. In the overshooting region, the regional factor 
explained 31% of the variations in the four overshooting 
provinces, which confirmed the dominant role of the 
overshooting regional factor. This strong within-region 
integration may be the consequence of a similar eco-
nomic structure or local government strategies during 
the financial crisis and the ‘four-trillion economic 
stimulus plan’. In the lagging region, the proportion was 
only 8%, which implies that the within-region integra-
tion was relatively weak and the regional factor played a 
minor role. This result was similar to that reported by 
Poncet (2004) and Gerlach-Kristen (2009), indicating 
that the remote provinces were still rather isolated from 
the rest of the country. 

Third, the proportion of the variation explained by the 
leading, coincident, and lagging regional factors was 
considerably higher than the proportion explained by the 
eastern, intermediate, and western regions. Both the 
proportion of variation explained and the number of 
provinces in the coincident region were double that of 
the intermediate region, which demonstrates the strong 
trend toward integration in the coincident provinces of 
China.  
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Table 2  Variance decomposition for the estimated and given geographical regions 
Estimated regions  Given geographical regions 

Leading  Eastern 

Beijing  0.07  Beijing  0.12 

Shanghai  0.33  Tianjin  0.03 

Jiangsu  0.01  Hebei  0.02 

Zhejiang  0.36  Liaoning  0.02 

Guangdong  0.11  Shanghai  0.36 

Hainan  0.03  Jiangsu  0.03 

Regional Ave.  0.15  Zhejiang  0.62 

Coincident  Fujian  0.03 

Tianjin  0.22  Shandong  0.02 

Hebei  0.03  Guangdong  0.18 

Inner Mongolia  0.04  Hainan  0.05 

Liaoning  0.09  Regional Ave.  0.13 

Jilin  0.11  Intermediate 

Heilongjiang  0.11  Shanxi  0.02 

Anhui  0.37  Jilin  0.04 

Jiangxi  0.20  Heilongjiang  0.04 

Shandong  0.04  Anhui  0.14 

Henan  0.15  Jiangxi  0.07 

Hubei  0.46  Henan  0.06 

Hunan  0.27  Hubei  0.30 

Guangxi  0.28  Hunan  0.09 

Chongqing  0.42  Regional Ave.  0.10 

Sichuan  0.16  Western 

Shaanxi  0.30  Inner Mongolia  0.04 

Regional Ave.  0.20  Guangxi  0.04 

Lagging  Chongqing  0.05 

Guizhou  0.13  Sichuan  0.03 

Yunnan  0.10  Guizhou  0.04 

Tibet  0.01  Yunnan  0.05 

Qinghai  0.10  Tibet  0.01 

Xinjiang  0.05  Shanxi  0.05 

Regional Ave.  0.08  Gansu  0.02 

Overshooting  Qinghai  0.03 

Shanxi  0.58  Ningxia  0.01 

Fujian  0.20  Xinjiang  0.01 

Gansu  0.25  Regional Ave.  0.03 

Ningxia  0.22  Overall Ave.  0.08 

Regional Ave.  0.31     

Overall Ave.  0.19     

Note: The values in the table represent the proportion of the variation explained by the regional factors or provinces 
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5  Conclusions 

Because the traditional regional division in China cannot 
adequately describe regional economic synchronization, 
this study devised a novel specification using a multilevel 
factor model with an endogenous regional grouping 
strategy and estimations realized by the Bayesian MCMC 
method. Using this model, we conducted an empirical 
investigation of the provincial business fluctuations in the 
31 mainland provinces in China. 

Based on our empirical analysis, we can draw the fol-
lowing conclusions. First, the 31 mainland provinces 
could be endogeneously clustered into four regions: 
leading, coincident, lagging, and overshooting, which 
directly reflected the dynamic interactions among them. 
Second, this new division of regions allowed us to more 
accurately capture the regional synchronization of pro-
vincial business fluctuations, compared to the traditional 
division into geographical regions. Empirically, the re-
gional factors reflected the business cycle fluctuations 
well across the provinces within these regions, and they 
displayed a more intensive integration than that indi-
cated from the traditional geographical regions. Third, 
the four estimated regional factors also reflected the 
substantial heterogeneities among regional business cy-
cle fluctuations, especially during the periods of the 
2008 subprime mortgage crisis and the “four-trillion 
economic stimulus plan”. 
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