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Abstract: Taking the nonlinear nature of runoff system into account, and combining auto-regression method and 
multi-regression method, a Nonlinear Mixed Regression Model (NMR) was established to analyze the impact of tem-
perature and precipitation changes on annual river runoff process. The model was calibrated and verified by using BP 
neural network with observed meteorological and runoff data from Daiying Hydrological Station in the Chaohe River 
of Hebei Province in 1956–2000. Compared with auto-regression model, linear multi-regression model and linear 
mixed regression model, NMR can improve forecasting precision remarkably. Therefore, the simulation of climate 
change scenarios was carried out by NMR. The results show that the nonlinear mixed regression model can simulate 
annual river runoff well. 
Keywords: river runoff; runoff forecast; nonlinear mixed regression model; linear multi-regression model; linear 
mixed regression model; BP neural network 

 
 
1 Introduction 
 
Climate change is now widely recognized as the major 
environmental problem facing the globe (Science, 1977). 
Therefore, it is important to study the impacts of climate 
change on hydrological system and water resources sys-
tem, which can provide the fundamental basis for impor-
tant decision problems such as flood control, drought re-
sisting, water resources utilization and so on. The main 
method is predicting changes of runoff through studying 
temperature, precipitation, evaporation, etc., which in-
clude two specific steps. Firstly, scenarios of the future 
climate changes are defined, and then the processes of 
hydrological cycle are simulated by using runoff fore-
casting techniques (Li and Chen, 1999; Wang, 2006). 

There are two common ways to set climate change 
scenarios. The first one is based on the atmospheric cir-
culation model (GCM), and the second one is based on 
incremental scenario for probable changes of regional 
climate. Because GCM with a lot of uncertainty can not 

give a credible prediction of regional climate change (Ji-
ang et al., 2004), incremental scenario method was used 
in this paper.  

Medium and long-term runoff forecasting is a major 
issue that people are concerned about. Under the influ-
ence of climate changes and human activities, runoff has 
become more complex and difficult to be described pre-
cisely (Arnell and Reynard, 1996; Gao et al., 2002; 
Roger et al., 2006). Previous researches on runoff pre-
diction often used causal prediction method (Vivek, 
2002; David et al., 2004; Jonathan et al., 2004; Fujihara 
et al., 2008; Susan et al., 2008) and statistical prediction 
method (Liu Chunzhen, 2004; Chen et al., 2009). The 
former method is a deterministic prediction model based 
on the studies on atmospheric circulation, long-term we- 
ather processes and underlying physical conditions of 
basins, however it is difficult to be used in practice. The 
latter method applies statistical methods and historical 
data to establish forecasting model, which includes time- 
series method (Hong, 1999; Maria et al., 2006), multiple 
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regression analysis method (Jiang et al., 2004; Wang 
and Hu, 2007) and so on. 

Based on the grey correlation analysis, He et al. 
(1998) presented a mid-long term forecasting method to 
predict spring runoff of the Manas River. Wang et al. 
(2008) proposed a new method based on BP neural net-
work theory and Markov theory. In order to accurately 
predict the runoff of the Changjiang (Yangtze) River, Yu 
et al. (2009) introduced a new model—the projection 
pursuit auto-regression model, in which, the prediction 
factors were determined by using the auto-correlation 
analysis technique. The time-series method has the ad-
vantage of a long forecast period, but it can not take full 
use of the factors that have significant impacts on the 
forecast, such as climate information, thus leading to the 
prediction uncertainty. 

Wang and Huang (2003) established the correlation 
between runoff and precipitation, and then applied a 
modified BP model to daily-runoff forecasting for the 
Huaihe River. Wang et al. (2007) combined wavelet, 
chaos and multiple regression to predict daily runoff. 
Cao et al. (2009) firstly took Dahuofang Reservoir as 
the research object and used the principium of principal 
component analysis method to extract the comprehen-
sive factors affecting runoff change, then simulated 
comprehensive factors by Logistic equation, and finally 
set up Dahuofang Reservoir mid-long term forecasting 
model by using linear multi-regression method. The 
linear multi-regression method takes all the factors into 
account, but it ignores the developmental process of the 
predicted element itself. 

Taking the nonlinear nature of runoff system into ac-
count and according to the scenario schemes of the 
changes of temperature and precipitation, and for over-
coming the shortcomings of the time-series analysis 
method and regression forecast method, this paper es-
tablished a Nonlinear Mixed Regression Model (NMR) 
to analyze the impacts of temperature and precipitation 
changes on annual river runoff process, which is a prac-
tical method  to be studied. 
  

2 Model Building 
 
Supposed x1, x2, …, xs (s>1) are linearly independent 
variables, y is a dependent variable. If there is the fol-
lowing formula: y = b0 + b1x1 + … + bsxs + ε, then it is 
called s-linear regression model, where, s is the number 

of variables; b0, b1, …, bs are multi-regression coeffi-
cients, and ε is a random error. 

Auto-regression model is a common time-series 
model on the promotion of regression model. For time 
series {y(t)}, if there is the formula: y(t) = a0 + a1y(t – 1) 
+ a2y(t – 2) + … + at–py(t – p) + ε(t), then, it is called 
p-auto-regression model, where, t is the serial number; p 
is the auto-regression order; a0, a1, …, at–p are auto-re-
gression coefficients and ε(t) is a white noise sequence.                 

Multi-regression model and auto-regression model 
are two basic statistical models. Even though both the 
models can give a good description for many random 
situations, they can not give a good simulation of com-
plex hydrological processes. For overcoming the short-
comings, it is necessary to combine the two models to 
form a mixed regression model. Jiang et al., (2004) es-
tablished a linear mixed regression model to forecast 
annual runoff of Sanmenxia Hydrological Station, in 
which annual runoff was a auto-regression factor, precipita-
tion and air temperature were regression factors. 

For a system with multi-input and single output, sup-
posed its input is {x1}, {x2}, …, {xs} and output is {y}, a 
linear mixed regression model can be set up as follows:  

0

1

(0) (0) (0) (0)
0 1 2 0

(1) (1) (1)
1 1 2 1 1 1

( ) ( ) ( )
1 2

( ) ( 1) ( 1) ( )

( ) ( 1) ( 1)

( ) ( 1) ( 1) ( )
s

q

q

s s s
s s q s s

y t a a y t a y t a y t q

a x t a x t a x t q

a x t a x t a x t q tε

= + − + − + + − +

+ − + + − + + +

+ − + + − + +

L

L L

L

                        (1) 

where y(t) is the output at time t; a(0), a(1), … , a(s) are 
response functions, also known as regression coeffi-
cients; q0, q1, …, qs are model orders, q0 is auto-regress- 
ion order and q1, q2, …, qs are regression orders; ε(t) is 
residual. 

Runoff formation process is a complexly natural 
phenomenon with the interaction of various factors. In 
different time scales, the factors impacting the change of 
runoff are different. But overall, without considering the 
situation of human activities, the main factors affecting 
river runoff are temperature and precipitation. Therefore, 
the hydrological system can be seen as a system with 
multi-inputs and single output. In the global background 
of climate change, changes of precipitation and tem-
perature cause runoff change, and the response shows a 
simple linear relationship. Liu Changming (2004) re-
vealed the nonlinear change of runoff rate with rainfall 
intensity at micro scale through a lot of slope rainfall 
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experiments. At the same time, he confirmed the non- 
linear relationship of annual runoff with annual precipi-
tation and temperature at macro scale by hydrological 
model. 

In this study, the inputs are the previous annual 
runoff {Q(t – 1), Q(t – 2), …, Q(t – q0)}, precipitation 
{P(t), P(t – 1), …, P(t – q1 + 1)}, temperature {T(t), T(t 
– 1), …, T(t – q2 + 1)} and the output is annual runoff 
{Q(t)}. The nonlinear mixed regression model is built as 
follows: 

0 1

2

( ) ( ( 1), ... , ( ), ( ), ..., ( 1) ,
( ), ... , ( 1)) ( )

Q t f Q t Q t q P t P t q
T t T t q tε

= − − − +

− + +
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where f(•) is a mixed regression function, which is a 
nonlinear function; q0, q1, q2 are model orders, q0 is the 
auto-regression order, and q1 and q2 are regression or-
ders; and ε(t) is residual. 
 
3 Model Resolving 
 
3.1 Order determination 
The model parameters and orders are different in dif-
ferent systems. There are four methods to estimate 
model order (Wang et al., 2007): auto-correlation fixed- 
order method (ACF) or partial auto-correlation fixed-or- 
der method (PACF), residual variance figure fixed-order 
method, F-test fixed-order method and the best criteria 
function fixed-order method. The basic idea of residual 
variance figure fixed-order method is to define a func-
tion, which should consider not only the error between 
measured value and simulated value, but also the num-
ber of model parameters. The minimum value of the 
function is the most appropriate order. 

Supposed {z} is measured series, {ẑ} is simulated se-
ries, t is serial number, N is series length, then, (z – ẑ ) is 

model residual and 2
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where the number of series is N–q0 and the number of 
parameters is q0 + q1 + q2. 

The model order can be determined by the change 
character of σa

2. As the model order increases, the de-

nominator decreases. In less-fit, numerator reduces fast 
and σa

2 decreases. In over-fit, numerator reduces slowly 
and σa

2 increases. We choose the lowest point of σa
2 as 

an optimal order of the model. 
 
3.2 Parameters estimation 
According to Kolmogorov theorem, any time series can 
be seen as a nonlinear input-output system approxi-
mately. Because neural network has the ability to ap-
proximate any nonlinear mapping through network 
training, we adopt neural network to solve the nonlinear 
function in Equation (2). 

Set ( ){ }( ), ( ) , , 1, 2, ,m nx t y t x R y R t N∈ ∈ = L  are N 

sample sets, where R is mapping space, m and n are the 
dimensions of variable x and y, respectively. For discrete 
space sequence, neural network can achieve the nonlin-
ear mapping from the input to the output, that is, it can 
find some kinds of mapping f subjected to Rm→Rn. Sup-
posed xi(t) is the input sample i at time t; ŷk(t) is the 
output sample k at time t; wij is the weight from the node 
i in the input layer to the node j in the hidden layer; vjk is 
the weight from the node j in the hidden layer to the 
node k in the output layer; θj is the threshold of the node 
j in the hidden layer; γk is the threshold of the node k in 
the output layer. Then the neural network model can be 
expressed as: 
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where f is the sigmoid function, f(x) = 1/(1 + e–x); φ is 
the activation function from the input layer to the hidden 
layer. Supposed the total error (E) is less than ε, that is, 
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algorithm to resolve the network. If E is less than ε, the 
network training is completed. 
 
4 Model Forecasting 
 
According to the above model structure, a runoff forecast 
model was set up using data of annual precipitation, an-
nual temperature and annual runoff from Daiying Hydro-
logical Station in Hebei Province, China in 1956–2000. 
The first 37-year data were used as training samples and 
the last 8-year data as verified samples. 
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4.1 Study area 
The Chaohe River Basin (40°20′–41°27′N, 116°87′–117° 
34′E) was chosen as a study area. The river flows past 
Fengning County and Luanping County of Hebei Prov-
ince, China, and flows into the Miyun Reservoir after 
converging with its tributary of the Andaomuhe River. 
The area of the basin is 4 787 km2, and the length of the 
river is about 170 km. The elevation of the basin is be-
tween 200 m and 2 194 m, with an average elevation of 
851 m. The average longitudinal gradient is 8.4‰. Dai-
ying Hydrological Station is a control station for the 
Chaohe River Basin. The area of catchment upstream 
from the control section is 4 701 km2, which accounts 
for 99.9% of Chaohe River Basin. The climate of the 
study area belongs to the temperate continental mon-
soon climate. It is cold and dry in winter, and rainy and 
hot in summer. And it is also characterized by great di-
urnal temperature amplitude, frequent strong winds and 
long sunshine hours. The average annual temperature is 
5℃–8℃, and the maximum is 41.5℃ and the minimum 
is –29.5℃. The average annual precipitation is 528 mm, 
of which 70%–80% happens in flood season between 
June and September. Moreover, the interannual varia-
tion of precipitation is greater, with a maximum being 
2.3 times as much as the minimum. The average annual 
evaporation is 916 mm, and the aridity index is 1.73. 
The average annual runoff flow is 18.04×109 m3, and the 
annual average runoff depth is 74.7 mm. 
 
4.2 Data handling 
At first, data are standardized to eliminate dimensionless. 
Set the mean and variance of the original sequence {x} 
are x and σ, then the standardized sequence {y} can be 
expressed as:  

( )y x x σ= −                (5) 

Because neural network uses s-shaped function in 
range of [0, 1] as the transfer function, the standardized 
data need to be normalized to improve the accuracy of 
prediction. In this paper, we normalize the data to range 
[0.1, 0.9], and the normalized formula is: 

( ) ( )min max min0.1 0.8y y y y y′ = + − −        (6) 

where {y′} is the normalized series, and ymax and ymin are 
the maximum and minimum of data, respectively. 

Then the predicted data need to be restituted. The re-
ductive formula is: 

( )( )min max min1.2 0.1x x y y y yσ ′= + + − −⎡ ⎤⎣ ⎦    (7) 

4.3 Determination of model parameters 
Given different auto-regression orders and regression 
orders in the nonlinear mixed regression model (Equa-
tion (2)), the fixed-order formula (Equation (3)) is used 
to calculate residual variance of the normalized data. 
The results are shown in Table 1. 
 

Table 1 Calculated results of residual variance 

No. 
Order  

(q0, q1, q2) 
Sum of squares of 

residual 
Residual variance 

(σa
2) 

1 (1, 1, 1) 0.7087 0.0173 

2 (1, 1, 2) 0.6581 0.0165 

3 (1, 1, 3) 0.6486 0.0166 

4 (1, 2, 1) 0.6648 0.0166 

5 (1, 3, 1) 0.6541 0.0168 

6 (2, 2, 2) 0.5623 0.0148 

7 (3, 2, 2) 0.5568 0.0150 

8 (3, 3, 2) 0.5210 0.0153 

9 (3, 3, 3) 0.5076 0.0154 

 
From Table 1, we can see that when both the auto-re-

gression order and regression order are 2, we can get the 
smallest residual variance. Therefore, the factors affect-
ing future runoff include precipitation, temperature, as 
well as pre-precipitation, pre-temperature and pre-runoff. 
According to Kolmogorov theorem, we determine the 
nodes of hidden layer of the BP neural network model 
13 and select the network structure [6, 13, 1] to forecast 
annual runoff. 

In BP neural network, we select tansig function as ac-
tivation function of hidden layer and logsig function as 
activation function of output layer. Traingdx function is 
used to train network. Acceptable error, a maximum 
number of iteration and study efficiency are set 0.01, 
5000 and 0.1, respectively. 

 
4.4 Analyses of forecasting results 
In this paper, we use BP neural network to calibrate 
nonlinear mixed regression model and get the weights 
and threshold, with the first 37-year data, starting from 
1956. Then the last 8-year data are used to verify the 
accuracy of the model. The simulation results show that 
water balance error can be controlled in the allowed 
range (no more than 5%), and the model efficiencies in 
the periods of calibration and verification are 0.82 and 
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0.76, respectively (Table 2). The results indicate that the 
nonlinear mixed regression model can forecast annual 
runoff effectively. 
 

Table 2 Simulating results for Daiying Hydrological Station 
in periods of calibration and verification 

Period 
Observed 

annual runoff 
(×106 m3) 

Simulated 
annual runoff 

(×106 m3) 

Relative 
error  
(%) 

Model 
efficiency

1958–2000 273 265 –2.87 0.81 

1958–1992 275 268 –2.26 0.82 

1993–2000 264 251 –4.59 0.76 

 
Figures 1–4 show the runoff simulating results and 

the scatter plots in the period of calibration and verifica-
tion, respectively. From these figures, we can see that 
whether in the period of calibration or verification, the 
errors between predicted runoff and observed runoff are 
small. Therefore, we can arrive at the result that the 
proposed method can simulate the observed runoff and 
has good prediction performance. 

 

 

Fig. 1 Runoff simulating results in the period of calibration 
 
 

 

Fig. 2 Scatter plot in the period of verification 
 
 To evaluate the superiority of Nonlinear Mixed Re-

gression Model (NMR), Auto-regression Model (AR), 
Multi-Regression Model (MR) and Linear Mixed Re-
gression Model (LMR) are used for comparison for the 
same numerical example. From Table 3 we can see that 
the NMR based on BP neural network has the highest 
forecasting qualified ratio 75%. And at the same time, it 

 
Fig. 3 Runoff simulating results in the period of calibration 

 
 

 
Fig. 4 Scatter plot in the period of verification 

 
has the smallest relative error. The proposed method 
reduces the scope of error variation and has more stable 
forecasting and high precision. Therefore, it is efficient 
and effective for annual runoff forecast and can provide 
more scientific basis for the development of hydroelec-
tric power generation plans. 

 
5 Scenario Simulation 

 
In order to provide reliable hydrological data for hydrau-
lic engineering, this paper researches the future annual 
runoff change of Daiying Hydrological Station under the 
global climate change. The average annual temperature, 
precipitation and runoff of the station were 6.73℃, 
474.29 mm and 273×106 m3 in 1958–2000. For analyzing 
the impact of precipitation and temperature changes on 
runoff, according to climate change trends of recent dec-
ades, we use scenario method to forecast runoff in condi-
tion of temperature changes of ±1℃, ±2℃ and ±3℃, and 
precipitation changes of ±20%, ±40%, ±60%, ±80% and 
±100%. The results are shown in Table 4. 

As seen from Table 4, when the precipitation remains 
unchanged, if the temperature increases 1℃, 2℃ and  
3℃, the average annual runoff will reduce by 6.83%, 
13.53% and 21.23%, respectively. In contrast, when the 
temperature remains unchanged, if the precipitation de- 
creases by 20%, 40%, 60% and 80%, the average annual 
runoff will decrease by 44.76%, 56.00%, 74.55% and 



Responses of River Runoff to Climate Change Based on Nonlinear Mixed Regression Model in Chaohe River Basin, China 157

 
Table 3 Comparison of AR, MR, LMR and NMR 

Simulated annual runoff (×106 m3) Relative error (%) 
Year 

Observed annual runoff 
(×106 m3) AR MR LMR NMR AR MR LMR NMR 

1993 208 207 158 178 304   –0.48 –24.03 –14.42  46.15 

1994 444 272 260 266 385 –38.74 –41.44 –40.09 –13.29 

1995 231 371 299 280 228  60.61  29.44  21.21 –1.30 

1996 345 141 370 371 304 –59.13  7.25   7.54 –11.88 

1997 193 361  092 162 228 87.05 –52.33 –16.06  18.13 

1998 416 179 514 506 324 –56.97  23.56  21.63 –22.12 

1999 150 384   83 120 128 156.00 –44.67 –20.00 –14.67 

2000 123 115   88  91 108  –6.50 –28.46 –26.02 –12.20 

Qualified ratio      25.00 12.50 50.00 75.00 

 
Table 4 Annual runoff change under climate change (%) 

Precipitation change (%) 
Temperature change (℃) 

–100 –80 –60 –40 –20 0 20 40 60 80 100 

–3.0 –100 –84.64 –61.46 –42.27 –25.12 21.12 67.58 113.93 160.28 206.62 252.79

–2.0 –100 –86.67 –65.91 –46.91 –31.65 14.05 60.29 106.02 151.56 197.35 242.70

–1.0 –100 –88.40 –70.18 –51.73 –38.35 9.15 53.27 98.65 143.37 188.17 233.07

0 –100 –90.93 –74.55 –56.00 –44.76 –0.52 46.35 88.65 134.56 178.53 222.79

1.0 –100 –93.39 –78.73 –60.19 –50.65 –6.83 39.22 81.02 126.01 169.44 212.97

2.0 –100 –95.84 –82.64 –64.73 –56.05 –13.53 32.19 73.83 116.63 160.81 203.34

3.0 –100 –97.93 –86.56 –69.37 –60.58 –21.23 25.12 66.92 107.91 151.35 194.25

 
90.93%, respectively; and if precipitation increases by 
20%, 40%, 60%, 80% and 100%, the average annual 
runoff will increase by 46.35%, 88.65%, 134.56%, 
178.53% and 222.79%, respectively. 

Therefore, we can arrive at the following conclusions. 
The annual runoff has a different percentage of increase 
or decrease with the temperature changing. If tempera-
ture increases, the annual runoff will decrease. In con-
trast, if temperature decreases, the annual runoff will 
increase. The reason is that temperature rising increases 
evaporation. Changes of precipitation also influence 
changes of annual runoff. If precipitation increases, the 
annual runoff will increase, and the increase rate of run-
off is larger than that of precipitation. In contrast, if pre-
cipitation decreases, the annual runoff will decrease. 
Similarly, the decrease rate of runoff is smaller than that 
of precipitation.  

 

6 Conclusions 
 
In this paper, Nonlinear Mixed Regression Model (NMR) 
was established by taking the nonlinear nature of runoff 
system into account, and combining auto-regression 

method and multi-regression method, to analyze the 
impact of temperature and precipitation changes on an-
nual river runoff process. The model was calibrated and 
verified by using BP neural network with observed me-
teorological and runoff data from Daiying Hydrological 
Station on the Chaohe River of Hebei Province in 
1956–2000. Model efficiency in the periods of calibra-
tion and verification is 0.82 and 0.76, respectively. The 
results indicate that the proposed model can forecast 
annual runoff effectively. Comparing with auto-regres- 
sion model, linear multi-regression model and linear 
mixed regression model, NMR can remarkably improve 
forecasting precision. Moreover, NMR was used to 
forecast runoff of Daiying Hydrological Station in the 
Chaohe River Basin under a variety of climate changes. 
The scenario simulation results show that NMR method 
can overcoming the disadvantages of AR and MR, and 
can give full consideration to the nonlinear relationship 
of hydrological processes. Because the study area is a 
typical arid region in the northern China, the proposed 
model has important practical value for water resources 
research in arid regions, which also needs to be further 
studied. 
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